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	During this  Session, we determined that improvements can be made in your system.
You should take corrective action as soon as possible to:
- Prevent performance problems in your core business transactions
- Improve your data security
If you would like further information, create a customer message on component XX-SER-TCC, or call your SAP Local Support Organization.


Note:
All recommendations provided in this report are based on our general experience only. We advise you to test our recommendations before using them in your production system.

Summary

During our phone call you stated that the system performance is acceptable. You mentioned that you expect some problems in network area and buffer swaps.

Checking your system we can basically agree to your statement. The average response time is good with approx. 550 ms in dialog. Major part of the response time in your case is the high database time, we expect that that time is mainly caused by several expensive statements as discussed below. Furthermore we saw many swaps in different buffers as you already told us. Unfortunately we were unable to suggest better parameter settings for the buffers due to AIX restrictions. Currently the memory is nearly optimally used. After altering to the R/3 64bit kernel on AIX we strongly recommend using an EarlyWatch session to adapt the buffer settings.

Due to the high DB time we focused on several database aspects and SQL statements. We found mainly several statements as discussed below and furthermore some statements on update tables and dictionary tables. Related to the update tables please read Note 0140357 (check also further recommendations). The expensive statements on dictionary tables are caused by small dictionary buffers. Unfortunately there is currently no free memory to increase the buffers. Please check the buffering related recommendations related to two tables to reduce at first the swaps in generic key buffer. This should also reduce the amount of access to DDLOG.

Also we added some recommendations related to large growing tables. SAP offers a Data Management and Archiving Service related to that problem area. For further information please check http://service.sap.com
Due to the system situation and the (very rarely) peaks in CPU load we assign a yellow rating to that session.

System Status
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Action Plan

	Priority
	Short step description
	Deadline

	1
	Check the recommendations related to expensive statements.
	IMMEDIATELY.

	2
	Unbuffer the tables ZLES6, ZLES1 if the responsible developer agrees.
	IMMEDIATELY.

	2
	Use the 64bit kernel.
	Like already planned.

	3
	Check the recommendation related to ORACLE parameter event.
	During the next planned maintenance.

	3
	Alter some ORACLE parameters.
	During the next planned maintenance.


Priorities: 1 (very high), 2 (high), 3 (medium), 4 (low).

Your Project Milestones

Project milestones are the critical points in the life of your project. They require special efforts in monitoring and system analysis. Typical project milestones are listed in the table below.

SAP Standard Support offers specialized services that prepare your system for these milestones. To be able to offer you the appropriate services within SAP Standard Support, it is crucial that we have information about you project plans.

	Planned Change

	Euro Conversion

	GoingLive with mySAP.com

	Hardware upgrade

	Production start of additional application modules

	Production start of additional users

	Release upgrade


You stated that you plan no major changes but a switch to 64 bit in the next 6 month.

During the session, we contacted you and asked for your planned project milestones. You reported that no milestones are planned for the next 6 months.

Next Service Session

The table below contains a list of tasks that should be performed during the next service sessions. Please contact your Service Center if you wish to change this plan.

	Service
	Special Scope
	Date
	Contact Person
	Link

	SAP Remote Performance Optimization Service
	Analysis of expensive SQL statements
	next EW sesion
	
	

	SAP Remote Performance Optimization Service
	Basis Analysis
	after implementing the 64 bit kernel
	
	


Please verify that your hardware and software specifications as stated in SAPNet are correct. If there are any changes, maintain the corresponding entries in SAPNet using transaction STSV. We obtain all our information about your installation from SAPNet. It is therefore very important that these entries are up-to-date.

Performance Indicators

The following table shows the relevant performance indicators in various system areas.

	Area
	Indicators
	Value

	System Performance
	Active Users
	890

	
	Avg. Response Time in Dialog Task
	563 ms

	Hardware Capacity
	Max. CPU Utilization on DB Server
	83 %

	
	Max. CPU Utilization on Appl. Server
	49 %

	Database Performance
	Avg. DB Request Time in Dialog Task
	413 ms

	
	Avg. DB Request Time in Update Task
	286 ms

	Database Space Management
	DB Size
	257.54 GB

	
	Last Month DB Growth
	2.83 GB


Note:
If you experience serious performance problems, create a customer message on component XX-SER-TCC with priority high or very high.

Note:
If you are not pleased with the service or results you have received, create a customer message on component XX-SER-TCC, or call SAP Service Management directly (headquarters: +49 6227 745581, fax +49 6227 744214, Americas: 1-800-677-7271, South Asia: +65-7686307, fax +65-7685307, Australia: 1800-066-595, New Zealand: 0800-660-085).

Further information, including detailed explanations of the sections in the service report, can be found at SAP's Internet site for customers and partners, SAP Service Marketplace (http://service.sap.com/earlywatch and http://service.sap.com/goinglivecheck).

We offer the following training courses for performance optimization: BC315 Workload Analysis (for system administrators) and BC490 ABAP Performance Tuning (for ABAP developers).

Books from the "Official SAP Guides" series can be obtained in most book stores. The following titles are currently available: SAP R/3 System Administration, SAP R/3 Implementation with ASAP, SAP R/3 Performance Optimization, and SAP R/3 Change and Transport Management. For detailed information, see http://service.sap.com/books.
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 AUTONUMLGL  \e   Performance Overview

	


GREEN
	The performance of your system was analyzed with respect to the average response times and total workload. We did not detect any major problems that could affect the performance of your system.


The performance of your system was analyzed with respect to average response times and total workload. The following table shows the average response times for various task types:

	Task type
	Dialog Steps
	Avg. Resp. Time in ms
	Avg. CPU Time in ms
	Avg. Wait Time in ms
	Avg. Load Time in ms
	Avg. DB Time in ms

	DIALOG
	2608462
	563,0
	94,4
	1,0
	5,2
	413,3

	RFC
	217984
	532,1
	251,4
	0,7
	3,5
	128,2

	UPDATE
	266550
	359,8
	81,4
	0,2
	5,8
	285,9

	UPDATE2
	105360
	124,2
	34,6
	0,4
	3,7
	85,0

	BATCH
	76840
	9343,6
	1642,1
	0,8
	91,5
	5414,7

	SPOOL
	36462
	586,0
	42,8
	27,1
	0,1
	85,9


 AUTONUMLGL  \e   Your Evaluation of the SAP System Performance

You have stated that you are generally satisfied with the performance of your SAP System but have some specific concerns. Certain transactions or programs may be performing poorly, but this is NOT having a serious financial impact on your business.

Current Workload

You have stated that you have reached your typical workload. We therefore assume that the results of this report represent the future status of your system.

The following table lists the number of current users (measured from our workload analysis) in your system.

	Users
	Low Activity
	Medium Activity
	High Activity
	Total Users

	Measured in System
	643
	731
	159
	1533


 AUTONUMLGL  \e   Performance Evaluation

For the task types DIALOG, UPDATE, and RFC, the measured average response times and the measured average database request times were compared with reference values. (Note: If the number of transaction steps are rather small, for example less than 20,000, an overall rating for this check is not reasonable.)

The table below shows that no problem is expected on the application or database servers.

	Task
	Dialog Steps
	Application Server Performance
	Database Server Performance

	Dia
	2608462
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	Upd
	266550
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	RFC
	217984
	[image: image14.bmp]
	[image: image15.bmp]


 AUTONUMLGL  \e   Transaction Profile Check

The following tables show the response times and the number of dialog steps for the transactions that cause the highest workload in your system. NOTE: A business transaction normally consists of more than one dialog step. As a rough estimate, the actual number of business transactions that are executed in your system is approximately one third of the total dialog steps shown. (Transaction CPIC/RFC is not taken into account.)

Transactions by Total Workload

The total R/3 System workload can be defined as the sum of the total response times of all transactions. The following transaction profiles list the transactions that have the greatest share in the total workload, by the percentage of total response times.

Workload by Transaction (Dialog/Update)

	Transaction
	Type
	Dialog Steps
	Total Resp. Time in %
	Avg. Resp. Time in ms
	Avg. CPU Time in ms
	Avg. DB Time in ms

	Total
	
	2876246
	100,0
	545,4
	93,4
	402,2

	1
	DIA
	51608
	8,0
	2431,4
	268,8
	2188,8

	2
	DIA
	6439
	3,7
	8990,1
	749,5
	8446,5

	3
	DIA
	12518
	3,1
	3916,0
	85,4
	2879,4

	4
	DIA
	5064
	2,9
	9042,6
	2698,6
	5262,6

	5
	DIA
	6703
	2,8
	6515,8
	763,2
	5823,7

	6
	DIA
	198867
	2,4
	190,2
	21,3
	135,6

	7
	DIA
	19530
	2,2
	1768,5
	560,8
	599,8

	8
	DIA
	100487
	2,1
	326,4
	60,6
	185,7

	9
	DIA
	171065
	2,1
	190,4
	68,6
	91,4

	10
	DIA
	39224
	2,0
	811,6
	77,8
	709,5


Workload by Transaction (Batch/Spool)

	Transaction
	Type
	Dialog Steps
	Total Resp. Time in %
	Avg. Resp. Time in ms
	Avg. CPU Time in ms
	Avg. DB Time in ms

	Total
	
	77037
	100,0
	8792,9
	1719,3
	5497,3

	11
	BTC
	548
	14,5
	178965,8
	48108,6
	115691,4

	12
	BTC
	341
	14,0
	277358,8
	84497,8
	181738,7

	13
	BTC
	2
	10,1
	34258638,0
	1668955,5
	513084,0

	14
	BTC
	28
	5,4
	1314159,5
	249839,6
	1086163,1

	15
	BTC
	32
	3,0
	625361,1
	18144,1
	609801,7

	16
	BTC
	548
	2,6
	32603,0
	6572,0
	15642,0

	17
	BTC
	5
	2,0
	2776646,8
	21156,0
	2765968,4

	18
	BTC
	1
	2,0
	13431829,0
	3297563,0
	5085697,0

	19
	BTC
	11
	1,9
	1181756,2
	434142,7
	1009207,7

	20
	BTC
	181
	1,9
	71651,0
	21330,1
	49616,0


The transactions ZR10 and Z017 shows a high portion of database time in relation to the total response time. This transactions are good candidates for a further tuning. If you want us to check this transactions then please inform the watcher during start of the next session.

Transactions by DB load

The total database workload generated from the R/3 System can be defined as the sum of the total database access times of all transactions. The following transaction profiles list the transactions that have the greatest share in the database load, by percentage of total database access times.

Database Load by Transactions (Dialog/Update)

	Transaction
	Type
	Dialog Steps
	Total DB Time in %
	Avg. DB Time in ms
	KBytes Read

	Total
	
	2876246
	100,0
	402,2
	174957992,4

	21
	DIA
	51608
	9,8
	2188,8
	9395349,5

	22
	DIA
	6439
	4,7
	8446,5
	9922573,8

	23
	DIA
	6703
	3,4
	5823,7
	1272316,1

	24
	DIA
	12518
	3,1
	2879,4
	636868,2

	25
	DIA
	9603
	2,6
	3100,9
	416543,7

	26
	DIA
	39224
	2,4
	709,5
	2405474,8

	27
	DIA
	198867
	2,3
	135,6
	1838964,7

	28
	DIA
	5064
	2,3
	5262,6
	1318592,6

	29
	DIA
	21970
	2,2
	1153,3
	4414854,8

	30
	DIA
	99
	1,9
	223238,0
	1701393,6


Database Load by Transactions (Batch/Spool)

	Transaction
	Type
	Dialog Steps
	Total DB Time in %
	Avg. DB Time in ms
	KBytes Read

	Total
	
	77037
	100,0
	5497,3
	59540966,1

	31
	BTC
	548
	15,0
	115691,4
	3364003,8

	32
	BTC
	341
	14,6
	181738,7
	8998235,3

	33
	BTC
	28
	7,2
	1086163,1
	4213970,5

	34
	BTC
	32
	4,6
	609801,7
	585946,0

	35
	BTC
	5
	3,3
	2765968,4
	17870,4

	36
	BTC
	275
	2,9
	44834,5
	323964,2

	37
	BTC
	11
	2,6
	1009207,7
	6446353,6

	38
	BTC
	5
	2,4
	2064090,2
	2098446,2

	39
	BTC
	181
	2,1
	49616,0
	2080608,0

	40
	BTC
	548
	2,0
	15642,0
	1191775,1


Comparison of Response Time

The following table compares the average response times with the response times measured in the last session. It lists the 10 transactions with the highest total response time and their change in percent. In the case of an increase that is mainly caused by the database, the transaction is marked as "DB relevant" and listed in a second table.

 AUTONUMLGL  \e   Top Time Transactions by Response Time

To identify the transactions with the highest optimization potential, the ten top transactions of the task types 'Dialog' and 'Background' are listed by response times.

Top Time Transactions (Dialog)

	Transaction
	Resp. Time in ms
	CPU Time in ms
	DB Time in ms

	41
	258524,7
	33541,7
	223238,0

	42
	181295,4
	42088,3
	150645,5

	43
	143440,6
	2158,6
	134463,6

	44
	74145,9
	2496,7
	72254,8

	45
	55007,0
	25807,8
	30222,7

	46
	44126,5
	43790,0
	433,5

	47
	33430,3
	173,3
	32635,7

	48
	31694,3
	11323,6
	27504,3

	49
	30096,2
	1814,8
	27705,0

	50
	30037,3
	2073,9
	28213,0


Top Time Transactions (Background)

	Transaction
	Resp. Time in ms
	CPU Time in ms
	DB Time in ms

	51
	49498250,0
	1924640,0
	535317,0

	52
	19019026,0
	1413271,0
	490851,0

	53
	13431829,0
	3297563,0
	5085697,0

	54
	9721489,0
	1309833,0
	4753554,0

	55
	6562484,0
	18923,0
	2317134,0

	56
	6157752,0
	375040,0
	4366093,0

	57
	4891381,0
	120,0
	4639,0

	58
	3167076,0
	7220,0
	3160972,0

	59
	3155805,0
	563530,0
	2582511,0

	60
	2776646,8
	21156,0
	2765968,4


 AUTONUMLGL  \e   R/3 Table Buffering

Buffering tables in the table buffers of the application servers improves the performance of the R/3 System. However, when a buffered table is changed, the system must inform all the R/3 application servers of any changes to that table. When a buffered table is accessed, parts of the table (or the whole table) are reloaded into the buffer. Continual changes in the records of a buffered table can result in heavy system load and should be avoided. Also, due to the limited size of an R/3 table buffer, the size of the table is an important factor when deciding which tables to buffer. Therefore, the only tables that should be buffered are those tables that are:
1. Often accessed
2. Rarely changed
3. Relatively small

Table Call Statistics: Tables to be Unbuffered

Recommendation: Optimize the table buffering. The table below lists the tables for which buffering should be deactivated.

Consequences: This is a technical recommendation that does not influence the business or process model.

Implementation: Call the ABAP Dictionary (transaction SE11). Enter the table name, and choose 'Display'. Choose 'Technical setting' and change the buffering setting to 'Buffering allowed but switched off'. Save AND activate the settings. The status of the technical setting must be 'Active', 'Saved'.

Please contact the developers regarding table ZLES6 and let them decide if it is necessary buffering that table. With approx. 4 MB buffered size the table is normally too big for buffering and furthermore the table is often invalidated. Same recommendation we want to add for table ZLES1 with approx. 17MB size.

	Table
	Current Size in KB

	ZLES1
	17.974

	ZLES6
	4.169


 AUTONUMLGL  \e   Workload Distribution

	


YELLOW
	The performance of your system was analyzed with respect to workload distribution. We have detected some problems that may impair system performance.
To ensure adequate performance in your core business transactions, you should take corrective action as soon as possible.
For further information, please contact the TCC Team.


 AUTONUMLGL  \e   Workload Distribution across Servers

To prevent a workload imbalance on one or more servers, we have analyzed a recent summary of workload statistics for each R/3 instance in your production R/3 System.
If your total hardware capacity is adequate to handle your peak workload, an overload on one or more servers can increase response times for all users logged on to those servers. If the affected servers are running R/3 updates or a database instance, all users can be affected.
The following graphics show the system workload distribution across all servers that are part of the current configuration. For optimal performance, we strongly recommend that you distribute the workload equally across all application servers.
The following aspects of workload are evaluated below:
- The total number of dialog steps performed on the different servers
- The total CPU time consumed by R/3 applications running on the different servers
If the workload distribution is equal, the distribution of CPU time should be proportional to the number of CPUs in the different servers.
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Please note that your database capacity is limited by the available database server hardware, and is a central resource for all system activities. In contrast, the CPU utilization on the application servers affects only the users on that particular server, because it is not a central resource. Any shortage can be solved by improving the workload distribution, or by adding a new application server.

Based on your recent performance statistics, your system's current workload appears to be equally distributed across all servers. We therefore do not recommend any significant changes in this area.

 AUTONUMLGL  \e   Workload by Application Module

The following graphics show how each application module contributes to the total system workload. Two workload aspects are shown:
- CPU time: That is, the total CPU load on all servers in the system landscape.
- Database time: That is, the total database load generated by the application.
The 'Customer' part contains all programs and transactions starting with Y or Z. The 'Others' part contains all programs that cannot be assigned to an R/3 standard application module (for example, an IS solution or a third-party add-on development).
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	Module
	CPU Time in %

	Customer
	43,6

	CO
	9,4

	SD
	9,2

	MM
	8,6

	BC
	8,0

	PM
	6,8

	FI
	6,4

	LE
	5,2
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	1,9
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	Module
	DB Time in %

	Customer
	32,2

	BC
	14,8

	MM
	14,7

	PM
	9,3

	CO
	8,5

	FI
	7,7

	SD
	6,0

	LE
	3,5
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	2,5


Customer-developed programs (programs with names starting with Y or Z) cause more than 30% of the database load on your system.

 AUTONUMLGL  \e   DB Load Profile

The following graphics show the system DB load distribution at different times of day, as well as the typical DB load peaks. These statistics are given as a weekly average. The unit is 1 hour, except for the periods between 00:00-06:00 and 21:00-24:00 (these two periods contain an average value per hour). We present the workload by total database access time.  By comparing the load profiles for dialog and background activity, you have an overview of the amount of background activity during online working hours.

 AUTONUMLGL  \e   RFC Communication

The performance of your system was analyzed with respect to average call times and  workload created by remote function calls between the current system and other SAP and non-SAP systems. The following tables show statistics about RFCs.

Note: Internal RFC communication (that means communication between the instances of the analyzed system) is not shown in the tables. However, it is included in the 'Total' line.

Incoming Load (Server)

	From-Destination
	Calls
	Total call time, %
	Average call time, ms
	KBytes sent
	KBytes received

	Total
	3931435
	100,00
	59,8
	1083365,2
	2889356,4

	Destination 1
	64227
	42,58
	1558,0
	129036,7
	122884,4

	Destination 2
	2942
	1,96
	1562,5
	4230,2
	643,7

	Destination 3
	8836
	1,05
	278,4
	13043,2
	2097,1

	Destination 4
	322
	0,44
	3204,8
	7825,5
	44,4

	Destination 5 
	885
	0,20
	530,4
	238,9
	376,8

	Destination 6
	3282
	0,17
	118,6
	3092,4
	1516,1

	Destination 7
	184
	0,12
	1541,2
	105,4
	235,4

	Destination 8
	178
	0,04
	566,3
	39,0
	180,1

	Destination 9
	4
	0,04
	24183,8
	2,5
	5,7

	Destination 10
	9
	0,00
	353,5
	57,4
	32,3


Outgoing Load (Client)

	To-Destination
	Calls
	Total call time, %
	Average call time, ms
	KBytes sent
	KBytes received

	Total
	74154
	100,00
	1348,1
	130854,4
	37919,8

	 Destination 11
	76
	7,79
	102423,9
	35,2
	28,5

	 Destination 12
	2849
	4,88
	1713,8
	2702,1
	1543,5

	 Destination 13
	2579
	4,24
	1644,6
	2433,8
	1391,1

	 Destination 14
	1704
	1,51
	883,7
	44994,5
	285,0

	 Destination 15
	188
	0,45
	2399,9
	177,5
	102,2

	 Destination 16
	174
	0,29
	1664,6
	5355,1
	8,0

	 Destination 17
	12
	0,04
	3626,2
	13,7
	2,0

	 Destination 18
	50
	0,03
	583,7
	194,9
	246,7

	 Destination 19
	4
	0,01
	1814,4
	40,7
	25,5

	 Destination 20
	9
	0,00
	445,2
	48,9
	28,9


Top 10 Incoming RFC Functions (Server)

	Incoming function call
	Calls
	Total call time, %
	Average call time, ms
	KBytes sent
	KBytes received

	Total
	157596
	100,00
	686,6
	88329,9
	1163145,9

	 Destination 21
	2489
	57,15
	24844,5
	585,6
	682,6

	 Destination 22
	3431
	7,07
	2230,7
	1402,2
	3020,9

	 Destination 23
	3
	6,29
	2268127,3
	1,0
	3,6

	 Destination 24
	3624
	5,64
	1684,0
	409,5
	6370,3

	 Destination 25
	31
	5,45
	190111,1
	11,1
	31,3

	 Destination 26
	930
	3,97
	4615,7
	1029,7
	1319,5

	 Destination 27
	440
	2,77
	6813,9
	542,7
	645,2

	 Destination 28
	25
	1,78
	77100,0
	61,1
	8,7

	 Destination 29
	792
	1,74
	2379,8
	2176,8
	427,7

	 Destination 30
	97
	1,21
	13536,5
	28,9
	1019121,8


Top 10 Outgoing RFC Functions (Client)

	Outgoing function call
	Calls
	Total call time, %
	Average call time, ms
	KBytes sent
	KBytes received

	Total
	56492
	100,00
	1915,5
	1113108,1
	27592,1

	 Destination 31
	740
	46,09
	67403,6
	276,1
	209,3

	 Destination 32
	6492
	8,83
	1472,6
	6284,8
	3875,7

	 Destination 33
	38
	7,19
	204746,1
	2,9
	14,7

	 Destination 34
	3431
	6,95
	2190,4
	3201,5
	1732,4

	 Destination 35
	4000
	6,60
	1784,4
	50554,9
	464,5

	 Destination 36
	31
	5,45
	190301,4
	31,3
	11,1

	 Destination 37
	2372
	5,36
	2447,1
	2150,2
	968,4

	 Destination 38
	2
	4,57
	2471490,7
	2,4
	0,7

	 Destination 39
	207
	2,54
	13275,5
	1972,2
	62,7

	 Destination 40
	97
	1,22
	13567,1
	1019121,8
	28,9


 AUTONUMLGL  \e   Hardware Capacity Check

	


YELLOW
	We have checked your SAP System for potential CPU or memory bottlenecks and found that your hardware is running at its limit. An increase in the workload may have a negative impact on performance.


 AUTONUMLGL  \e   Hardware Configuration

	Server Type
	Server
	Hardware Manufacturer
	Model
	No of CPUs
	Memory in MB

	Database Server
	Server 1
	IBM
	RS6000 S80
	12
	49152

	Application Server
	Server 2
	IBM
	RS6000 S80
	12
	36864


 AUTONUMLGL  \e   Hardware Capacity

CPU
We measured your current maximum CPU load during the peak working hours from 10:00 to 13:00 and from 14:00 to 15:00. If the average CPU load increases to more than 70%, some CPU wait situations may occur. An average CPU load during peak hours of more than 90% clearly indicates a CPU bottleneck situation.
Memory
If your hardware cannot handle the maximum memory consumption, your SAP System will have a memory bottleneck that impairs performance. For this reason, we have analyzed the paging activity of the server(s). The memory rating depends on the ratio between paging activity per hour and physically available memory. In addition, we measured the maximum memory consumption on the server(s), which is displayed in the following table. This value represents an upper limit of the memory that has been used and should not exceed 150% of the available RAM.
This is especially critical for the database server and will cause increased response time for the entire system. Detailed statistics about the memory consumption of the processor storage on the database server are not available. The following table shows the maximum resource consumption during the past three weeks.

	Server
	Max. CPU load [%]
	Rating
	RAM [MB]
	Memory used [MB]
	[% of RAM]
	Max. Paging [% of RAM]
	Rating

	Server 1
	83
	
[image: image22.wmf]
	49152
	6786
	14
	2
	[image: image23.bmp]

	Server 2
	49
	[image: image24.bmp]
	36864
	15286
	41
	0
	[image: image25.bmp]

	TOTAL
	66
	[image: image26.bmp]
	86016
	22072
	26
	
	


 AUTONUMLGL  \e   Database Server 1

This graph shows the average CPU load and the average paging rates in relation to the physical RAM of server por033spen1.
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This server's CPU resources have almost been exhausted. This can sometimes lead to wait situations.

The memory resources are sufficient for the current workload.

 AUTONUMLGL  \e   Application Server 2

This graph shows the average CPU load and the average paging rates in relation to the physical RAM of server 2.
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This server's CPU resources are sufficient to handle the current workload.

The memory resources are sufficient for the current workload.

Multiple R/3 Systems per Server ?

More than one R/3 System was found on the servers shown in the table below. Since all R/3 Systems use the same hardware resources, the workload on one system largely affects the performance of other systems.

	Server

	Server 2


 AUTONUMLGL  \e   SAP System Operating

	


YELLOW
	Your system was analyzed with respect to daily operation. We detected some problems that may impair system operation and stability. To ensure system stability, you should take corrective action as soon as possible.


 AUTONUMLGL  \e   Program Errors (ABAP Dumps)

In your system,  ABAP dumps have been detected since . To view  the ABAP dumps in your system, call transaction ST22 and choose 'Selection'. Then select a time frame.
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Detected ABAP Dumps

	Error
	Number
	Server (e.g.)
	User (e.g.)
	Date (e.g.)
	Time (e.g.)

	CALL_DIALOG_DATAAREA_NOT_EMPTY
	1
	Server 1
	430567
	20020311
	045900

	CALL_FUNCTION_READ_ERROR
	1
	Server 2
	534201
	20020311
	090112

	LIST_TOO_MANY_LPROS
	2
	Server 2
	436597
	20020311
	134140

	TABLEVIEW_NOT_FOUND_IN_SCREEN
	2
	Server 2
	P430489
	20020311
	134949

	MESSAGE_TYPE_X
	1
	Server 2
	422304
	20020311
	141049

	SYSTEM_CANCELED
	2
	Server 1
	117354
	20020312
	084259

	LIST_NO_PAGETAB
	1
	Server 1
	117354
	20020312
	084317

	RAISE_EXCEPTION
	3
	Server 2
	534275
	20020312
	094422

	DIAG_RFC_EXCEPTION
	6
	Server 2
	422685
	20020312
	101103

	TSV_TNEW_PAGE_ALLOC_FAILED
	2
	Server 2
	430522
	20020312
	105716

	LOAD_PROGRAM_LOST
	1
	Server 2
	M792619
	20020312
	115823


TSV_TNEW_PAGE_ALLOC_FAILED

During our analysis of the ABAP dumps, we found that dumps of this type may be caused by a very high memory consumption. As a guideline value, we can assume that a program executed by several users in dialog processing mode should not allocate more than 500 MB, and that background programs, such as billing runs performed at night on a dedicated application server, should not use more than 1 GB.
Recommendation: Check whether you can optimize the use of the program. You may be able to split the work list and execute the program more than once with a smaller work list. In the case of an SAP program, look for SAP Notes in SAPNet. If you do not find a Note, open a customer message. In the case of a customer program, the developer must analyze the program.

 AUTONUMLGL  \e   Update Errors

In a system running under normal conditions, only a small number of update errors should occur. To set the rating for this check, we take also the number of active users into consideration.
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We did not detect any problems.

 AUTONUMLGL  \e   Table Reorganization

During our database analysis, we found large or rapidly growing tables.

Recommendation: Implement the SAP Notes listed below to reduce the size of some of these tables.
Background: For more information about data archiving, see the SAP Service Marketplace at the Internet address http://service.sap.com/data-archiving -> Media Center.

	Table Name
	Size of Tables & Indexes [MByte]
	Recommended SAP Note

	ACCTHD, ACCTIT, ACCTCR
	2450
	178476, 48009

	GLPCA
	10485
	178919

	SNAP
	1428
	11838


 AUTONUMLGL  \e   Database Performance

	


YELLOW
	Some performance problems have been detected in your database system.

Please implement the recommendations provided in the following sections.


 AUTONUMLGL  \e   Database Parameters

In the configuration file init.ora, replace the "current value" of the following database parameters with the "recommended value" as shown in the tables below.
Changes to configuration parameters come into effect after your database has been restarted.

 AUTONUMLGL  \e   Performance Statistic

Database Buffers and Performance Counters

	Performance-Indicators
	Description
	Observed-Value
	Reference-Value

	DATA BUFFER QUALITY (%)
	Indicates how often the database was able to access data in memory, thus avoiding costly i/o accesses.
	92,4
	>= 94

	READS / USER CALLS
	Indicates the database weight of the application. A low number is normally a sign of a lean or well-tuned system.
	14,4
	< 20

	SQL AREA PINRATIO (%)
	Indicates how often all of the required information to execute a SQL statement was available in the shared pool.
	100
	> 97

	TIME/USER CALL (MS)
	Average resource consumption per user call.
	5
	< 20


The 'Data Buffer Quality' is an indicator for the size of the Oracle data buffer cache. If the value is less than the reference value, the data buffer cache may seem to be too small.  In a well-tuned system, the ratio 'Reads/User Calls' is normally less than the reference value. If the data buffer quality is poor, this is probably due to expensive SQL statements. Before you enlarge the data buffer cache, you should tune the expensive SQL statements. If the 'SQL Area Pin Ratio' is smaller than the reference value, the size of the Oracle shared pool seems to be too small. The 'Time per User Call' is the average resource consumption, i.e. the average CPU consumption plus waits for resources (such as disk I/O) per user call. This includes asynchronous database work and asynchronous wait situations and not only the response time per user call. A value greater than 20 ms indicates a general performance bottleneck on the database. If the Oracle profile parameter timed_statistics is set to false, the value is 0. A detailed analysis of the performance indicators is included in the following parameter checks.

 AUTONUMLGL  \e   System Performance

I/O performance reported by Oracle statistics

Important I/O Performance Counters

	Performance-Indicators
	Description
	Observed-Value
	Reference-Value

	db file sequential read
	Indicates the average time in ms a session is waiting for a read request from disk to complete.
	6
	<=20

	log file sync
	Indicates the average time in ms a session is waiting for a Commit (or a Rollback).
	9
	<=40

	buffer busy waits
	Indicates the average time in ms a session is waiting for a Buffer becomes available.
	6
	<=40


Oracle stores wait situations that have occurred since the last database startup in the Dynamic Performance View V$SYSTEM_EVENT. The I/O related events that have the most influence on the performance of your system are listed in the table above, together with threshold values derived from our experience.

Design of the Online Redo Log Groups

During our analysis, we found that your online redo log files are not set up for optimal performance or stability. Online redo log files should be set up according to the following rules:
1. You should avoid log switches with a frequency lower than one minute.
2. You should always set up the online redo log files with the same size.
3. You should switch on Oracle mirroring (see Note below).

Recommendation: Implement the recommendations contained in the following table. For modifications of the size of the online redo log files, see SAP Note 309526.
Note: Setting up Oracle mirroring may slightly degrade the performance of the commit times of the database, but you should implement it to avoid major problems caused by corruption or loss of an online redo log file. To keep the performance degradation to a minimum, you should store the online redo log files on disks without any other major I/O load.

	Description
	Current Setup
	Recommendation (Minimum)

	Minimal size of Online Redo Log Files in bytes
	167772160
	200000000

	Mirroring of Online Redo Log Files
	Not Oracle Mirrored
	Mirroring on database level


Missing Indexes

We have checked the system for indexes that are defined in the SAP Data Dictionary but do not exist on the database. There is no such index in the system at present.

Optimizer Statistics

Recommendation: While creating optimizer-statistics using SAPDBA and the two-phase strategy should lead to correct results, please note that development of update functionality is stopped in SAPDBA, but will be done  in BRCONNECT instead (SAP Note 0403704 - however, other SAPDBA functions continue to be fully supported)  . Also, using BRCONNECT allows you to take advantage of a faster one-step procedure for creating optimizer statistics. Therefore, we recommend to use BRCONNECT, as described in the document "Update Statistics for the Oracle Cost-Based Optimizer" in http://service.sap.com/~form/sapnet?_SHORTKEY=01100035870000038900 &[http://service.sap.com/dbaora -> performance].

 AUTONUMLGL  \e   Database Administration

	


RED
	Major problems regarding database administration have been found. Check the following sections for problems and errors that may be caused by the way you administrate your database.
NOTE: A remote service cannot verify certain important aspects of your administration strategy, such as your offsite storage of database backups and whether the backup tapes can be read correctly.


 AUTONUMLGL  \e   Administration Statistic

Database Growth

The following figure shows the development of the size of your database in GB.


[image: image34.wmf]Database Size

0

50

100

150

200

250

300

01.04.2001

01.05.2001

01.06.2001

01.07.2001

01.08.2001

01.09.2001

01.10.2001

01.11.2001

01.12.2001

01.01.2002

01.02.2002

01.03.2002

Date

DB Size Used (GB)


An overview of the freespace development of your database in GB is shown here.
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The following table shows you the current size and the monthly growth of your database in GB.

	Date
	Current Size in GB
	Monthly Growth in GB

	01.05.2001
	207,01
	7,69

	01.06.2001
	213,82
	6,81

	01.07.2001
	221,03
	7,21

	01.08.2001
	226,30
	5,27

	01.09.2001
	229,93
	3,63

	01.10.2001
	235,05
	5,12

	01.11.2001
	239,31
	4,26

	01.12.2001
	243,26
	3,95

	01.01.2002
	248,78
	5,52

	01.02.2002
	254,71
	5,93

	01.03.2002
	257,54
	2,83


Top Growing Tables

The following table shows the top growing tables and indexes over the past four weeks.

	Table Name
	Type
	Size Total (kB)
	Size Growth (kB)
	Next Ext. Size
	Extents Total
	Extents Growth

	1
	TABLE
	1461776
	1320960
	102400
	301
	239

	2
	TABLE
	2508800
	204800
	102400
	23
	2

	3
	TABLE
	8233040
	204800
	102400
	228
	2

	4
	TABLE
	522256
	184320
	20480
	57
	9

	5
	TABLE
	92176
	184320
	10240
	10
	18

	6
	TABLE
	92176
	174080
	10240
	10
	17

	7
	TABLE
	4730896
	163840
	163840
	82
	1

	8
	TABLE
	4792360
	163840
	163840
	101
	1

	9
	TABLE
	10736320
	153600
	153600
	266
	1

	10
	TABLE
	3368976
	102400
	102400
	82
	1


 AUTONUMLGL  \e   Backup Strategy

Backup Verification and Consistency Check

Recommendation: Performing a verification run of a backup at least once during the backup cycle to detect problems in the restore scenario at an early point of time. Note that the verification run will double the backup time. You should also check the database for corrupted blocks at least once during the backup cycle, as described in SAP Note 23345. As of R/3 Release 4.0, you can use the Oracle tool DB Verify to check the database for corrupted blocks using the option "-w use_dbv" of the brbackup and brrestore. If backups are performed using BACKINT, use the option "-w only_dbv" instead (see SAP Note 155524).
It is crucial for your database to have at least one backup with a subsequent verification available at any point of time. In case of block corruption, the last verified successful backup may be needed for the restore and recovery, not the last successful one.

 AUTONUMLGL  \e   Space Management

Freespace in Tablespaces

We checked your system for tablespaces that may overflow in the near future. We considered the following three cases:

Tablespaces - Autoextend Off

There are currently no tablespaces in your system for which the option 'autoextend' is switched off and that will overflow within the next 4 weeks.

Tablespaces - Autoextend ON

There are currently no tablespaces in your system for which the option 'autoextend' is set to unlimited or where less than 80% of a defined limited size is used.

Tablespaces - Autoextend Limit

There are currently no tablespaces in your system for which the option 'autoextend' is set to a defined limit and where more than 80% of the limited size is already used.

 AUTONUMLGL  \e   Extents of Tables and Indexes

Tables and Indexes reaching the MAXEXTENTS limit

	Table or Index Name
	Number of Extents
	MaxExtents
	MaxExtents Recommended

	GLPCA
	266
	330
	429


If a table or index is close to the extents limit defined by the parameter MAXEXTENTS and tries to allocate more extents than defined by this parameter, a runtime error occurs and the transaction that has caused this error aborts with a short dump.

Recommendation: Use SAPDBA to increase the MAXEXTENTS value of the above tables and indexes. The MAXEXTENTS parameter for an object can be changed without shutting down the system, thus allowing processing to continue.

 AUTONUMLGL  \e   Administration Management

Check brconnect -f check (sapdba -check) schedule

BRCONNECT with the option -f check (or SAPDBA with the option -check) offers you an easy way to check for database problems specific to the SAP environment.

Recommendation: Schedule BRCONNECT -f check (or SAPDBA -check) to run daily during periods of low system activity, using either the DBA Planning Calendar (transaction DB13) or by entering command  BRCONNECT -f check  (or sapdba -check) at the command prompt. After each run, check the log information written by the BRCONNECT -f check  (SAPDBA -check). Please check SAP Note 0403704 about SAPDBA and BRCONNECT.

 AUTONUMLGL  \e   Further Database Recommendations

SAP Tools

Recommendation: Obtain the newest release of the SAP tools SAPDBA, BRBACKUP, BRARCHIVE, BRCONNECT, BRRESTORE, and BRTOOLS from sapserv regularly, as described in SAP Note 12741.

Possibility of hanging database in Oracle 8.1.7.x

A small number of Oracle 8.1.7.x customers with a very high load on the database experienced occasional hanging situations caused by processes waiting for the "cache buffers chains" and "cache buffers lru chain" latches and on the "free buffer waits" event (see SAP Note 488583 for details). Bug fixes for this problem are provided, however, it might not be necessary to apply these bug fixes for a medium sized system.

Recommendation: Please consult SAP Note 0488583 and check whether this Note is applicable for your system.

Important Notes for Oracle

To optimize system performance and to prevent data loss or system downtime, implement the following SAP Notes as soon as possible.

	Note number
	Description

	0354080
	Performance problems / Overview of Notes

	0135048
	CBO: Long runtimes statements w/ ROWNUM <= condition

	0128221
	Increased memory consumption with Oracle 8

	0353154
	ALERT: Security problem of the Oracle Listener

	0375130
	ORACLE 8.1.7: SQL query with multiple OR conditions

	0387056
	Additional bugfixes for 8.1.7

	0362060
	Current Support Package set for Oracle 8.1.7

	0335505
	Performance when accessing Oracle dictionary w.8.1.

	0488195
	DB crash with ORA-7445 during mass inserts under hi

	0386432
	Possible data loss due to log_archive_max_processes

	0488583
	Database hangs: Waits for cache buffer chain latch

	0449136
	"cache buffers chains" latch contention on 8.1

	0498735
	ALTER INDEX REBUILD CAN CAUSE DICTIONARY INCONSISTE


 AUTONUMLGL  \e   SQL and ABAP analysis of PRO

 AUTONUMLGL  \e   Analysis of DB SQL CACHE on 12.03.2002 12:53

	


RED
	Analysis date:  time:
Last restart date:  time:
We found severe performance problems due to expensive SQL statements that could endanger production operation of your entire R/3 System.
Please follow the recommendations given below as soon as possible to improve the performance of specific transactions and overall system performance.


 AUTONUMLGL  \e   Expensive SQL statements

In our analysis of the Database Statement Cache, we found expensive SQL statements on the following objects:

	Object name
	Database CPU & Memory load [%]
	Database I/O load [%]
	Executions
	Records processed

	ZDVTTP
	24,6
	0,0
	7784
	5180

	DD03L
	9,4
	0,0
	57981975
	1447088

	ZCTRL
	0,4
	7,8
	4248
	44340


 AUTONUMLGL  \e   Expensive SQL Statement on ZDVTTP

The following SQL statement was passed to the database and caused a heavy load:

Native SQL Statement:

SELECT

 /*+ FIRST_ROWS  */ "TKNUM"

FROM

"ZDVTTP"

WHERE

"MANDT" = :A0 AND "VBELN" = :A1 AND ROWNUM <= :A2&

Explain:

     SELECT STATEMENT ( Estimated Costs = 12.649 , Estimated #Rows = 1 )

          COUNT STOPKEY

               TABLE ACCESS BY INDEX ROWID ZDVTTP

                    INDEX RANGE SCAN ZDVTTP~0

The statement was issued in the following program(s):

Origin of ABAP coding

	Program name
	Line
	Created by
	Last changed by
	ABAP Dictionary object accessed

	ZHYD0326_SD
	1781
	
	
	ZDVTTP


1781       select tknum

1782       up to 1 rows

1783       into corresponding fields of zdvttp

1784       from zdvttp where

1785       vbeln = i_likp-vbeln.

1786

1787       endselect.

Cause and Recommendation

A more readable coding would be:

select single tknum from zdvttp

                                     into corresponding fields of zdvttp

                                     where  vbeln = i_likp-vbeln.

Index design

Create an index

The SQL statement is expensive because of an inappropriate index design.

Recommendation: Please contact the developers and let them check if it is possible creating the following index:

	Table Name
	Index Fields

	ZDVTTP
	MANDT

	
	VBELN


 AUTONUMLGL  \e   Expensive SQL Statement on DD03L

The following SQL statement was passed to the database and caused a heavy load:

Native SQL Statement:

SELECT

 /*+ FIRST_ROWS  */ "ROLLNAME"

FROM

"DD03L"

WHERE

"TABNAME" = :A0 AND "FIELDNAME" = :A1 AND "ROLLNAME" = :A2 AND ROWNUM <= :A3&

Explain:

     SELECT STATEMENT ( Estimated Costs = 1 , Estimated #Rows = 1 )

          COUNT STOPKEY

               TABLE ACCESS BY INDEX ROWID DD03L

                    INDEX RANGE SCAN DD03L~1

Implement SAP Note

The high number of accesses is caused by the small FTAB buffer. Unfortunately we are currently unable to increase the buffer. After switching to the 64 bit kernel we strongly recommend increasing that buffer.

 AUTONUMLGL  \e   Expensive SQL Statement on ZCTRL

The following SQL statement was passed to the database and caused a heavy load:

Native SQL Statement:

SELECT

  *

FROM

"ZCTRL"

WHERE

"MANDT" = :A0 AND "ZZSTAT" IN ( :A1 , :A2 , :A3 , :A4 , :A5 , :A6 , :A7 , :A8 , :A9 , :A10 ) AND "ZZDOCTYP" = :A11 AND " ZZMSGTYP" BETWEEN :A12 AND :A13&

Explain:

     SELECT STATEMENT ( Estimated Costs = 5.788 , Estimated #Rows = 2.433 )

          TABLE ACCESS FULL ZCTRL

The statement was issued in the following program(s):

Origin of ABAP coding

	Program name
	Line
	Created by
	Last changed by
	ABAP Dictionary object accessed

	ZBMK0039
	1275
	
	
	ZCTRL


1275   select  * from zctrl      "can use index 2 on mandt/zzstat

1276        into table i_errors

1277             where zzstat in (c_comm_ok, c_change_ok,

1278                              c_pack_ok, c_transf_ok,

1279                              c_post_ok,

1280                              c_comm_err, c_change_err,

1281                              c_pack_err, c_transf_err,

1282                              c_post_err)

1283 *            and zzrecsys = sy-sysid    "sb010800del

1284               and zzdoctyp = c_1

1285               and zzmsgtyp between c_50 and c_59.

Cause and Recommendation

Currently the only chance to speed up that statement would be reducing the number of entries in the table. Therefore please check if it possible to delete entries that are outdated or archive them. Creation of indexes is senseless in case of such unselective fields. Another chance is to schedule the program in background during times of low dialog load to ensure that the dialog performance is not affected.

 AUTONUMLGL  \e   Further Recommendations

 AUTONUMLGL  \e   Further Recommendations

Checking your system we found very many older records in SM13. Please check the update records regularly and ensure normal work of the updates. If updates are not processed it could lead to data inconsistency and furthermore a high number of records in the update tables slows down the performance of the whole update system. Please check Note 0140357.

Native Language Support

Severe problems regarding language configuration have been found.

Recommendation: Check the following sections for possible problems and implement the recommendations to solve the problems.

To ensure correct processing and storage of character data, various tables and NLS configuration parameters need to be set correctly. In this section, the configuration of the tables and parameters are checked. For more information about NLS configuration problems, refer to SAP Note 328895. For information about R/3 language combinations, please refer to SAP Note 73606.

TCP0D

The country code setting in table TCP0D is inconsistent with the currently configured languages.

Recommendation: Refer to SAP Note 73606 to determine a correct country code for your system, and set the correct entry in TCP0D. If you are considering MDSP or MDMP, please get consulting help.
Consequences: Consider the change carefully, with reference to SAP Note 73606, as this change often involves a total reconfiguration of your system in terms of NLS and a redefinition of your system's character data.
Implementation: Refer to SAP Note 42305.
Background: The country code setting in table TCP0D is a core part of NLS configuration. The country code is used by the kernel to look up table TCP0C to get the code page and the locale for languages. In single processing-code page systems (such as non-MDMP systems), the configuration makes sure that all languages are mapped to a single code page. Listed below are possible country codes to be inserted into table TCP0D, derived from the list of languages in the language check. The current setting is marked with a check mark in column Current. If the current entry is not one of the possible entries, further NLS checks cannot be performed. For more information, see SAP Note 73606.

	TCP0D
	System Type
	Possible
	Current

	0EU
	MDSP
	(
	(

	
	MDMP
	(
	(

	
	Single Codepage
	(
	(


General Remarks

All SAP Notes mentioned in this report can be found in SAP Service Marketplace (http://service.sap.com).

The SAP EarlyWatch Check is designed to maintain your system's high level of performance and availability by monitoring your system throughout all stages of its life cycle.

 AUTONUMLGL  \e   Parameter Recommendations

 AUTONUMLGL  \e   Database Parameters

In the configuration file init.ora, replace the "current value" of the following database parameters with the "recommended value" as shown in the tables below.
Changes to configuration parameters come into effect after your database has been restarted.

Before changing the Oracle parameter EVENT, please check whether there are special reasons to set these events (for example, the events 10235 and 10600 might be set temporarily to analyze a special problem) and check the following SAP Notes in SAPNet.

Notes for parameter 'Event'

	Note number
	Description

	0128648
	Other index than expected is used

	0128221
	Increased memory consumption with Oracle 8

	0366876
	ORA-600 [17182]


Note for current Oracle parameter settings

	Note number
	Description

	0124361
	Oracle database parameter setting for R/3 4.x

	0132503
	Update of threshold values of database system check

	0170989
	Views perform poorly (Oracle 8044 & 805* & 806)


	Parameters
	Description
	Current value
	Recommended value

	disk_asynch_io
	Enables asynchronous I/O to disk
	FALSE
	Delete this parameter name and value from database profile

	log_buffer
	Size of Redo Log Buffer in bytes
	524288
	1048576

	optimizer_features_enable
	Enables the newest cost-based features of Oracle
	8.1.7
	Delete this parameter name and value from database profile


 AUTONUMLGL  \e   SAP System Configuration for PRO

We did not add any parameter recommendation due to the AIX restrictions. Please implement the 64 bit kernel first and schedule later an EarlyWatch session to create new recommendations.

 AUTONUMLGL  \e   Server Checks

The server checks cover the correct operating system settings and a swap/paging space check for each server. To ensure the stability of the SAP System, enough swap space must be available on the server where the SAP System and the database run.
Note: Only SAP applications and the database should run on this server. If non-SAP applications are running, and are using a significant amount of swap space, these applications are not recognized. We will only report the result of the swap space check if a server does not have enough swap space.

 AUTONUMLGL  \e   Database Server 1 

OS Kernel Parameters

Our check has shown that the kernel parameter "maxuproc" is set correctly. No action needs to be taken.

AIX PTF Check

If async I/O is switched on with operating system version AIX 4.3.3.25 or 50 or possibly 70, severe AIO hang situations may occur. That cannot be resolved without rebooting the server. No normal shutdown will be possible.

Recommendation: Please install APAR: IY13988 and IY14581 (Refer to SAP note 413960). More infos: http://techsupport.services.ibm.com/rs6k/fixdb.html
In any case of doubt, please contact IBM directly.

Swap/Paging Space

	Available Swap/Paging Space in MByte
	Recommended Swap/Paging Space in MByte

	40960
	49152


Recommendation: The paging space configured is much too small. This might cause database or  errors.
Increase the operating system paging space to at least the recommended size listed in the above table.

 AUTONUMLGL  \e   Application Server 2

OS Kernel Parameters

Our check has shown that the kernel parameter "maxuproc" is set correctly. No action needs to be taken.

AIX PTF Check

If async I/O is switched on with operating system version AIX 4.3.3.25 or 50 or possibly 70, severe AIO hang situations may occur. That cannot be resolved without rebooting the server. No normal shutdown will be possible.

Recommendation: Please install APAR: IY13988 and IY14581 (Refer to SAP note 413960). More info: http://techsupport.services.ibm.com/rs6k/fixdb.html
In any case of doubt, please contact IBM directly.

Swap/Paging Space

	Available Swap/Paging Space in MByte
	Recommended Swap/Paging Space in MByte

	24000
	36864


Recommendation: The paging space configured is much too small. This might cause database or  errors.
Increase the operating system paging space to at least the recommended size listed in the above table.

Software Configuration

The table below shows the Support Packages applied:

	Release
	Patch Number
	Status of Patch
	Patch
	Type

	
	11
	I
	SAPKQNA311
	AOI

	
	22
	I
	SAPKIPZE22
	AOP

	45B
	44
	I
	SAPKH45B44
	HOT


	PlugIn
	PlugIn Patch Level

	PI 2001_2_45B
	2


SAP Kernel Release

Your SAP kernel release (release , patch level ) is not up-to-date.

Recommendation:  Ensure that you are using the latest SAP kernel. See SAP Notes 19466 and 138704. (These notes refer to further SAP Notes, depending on your system characteristics.)

 AUTONUMLGL  \e   Appendix

 AUTONUMLGL  \e   History of Activity and Average Response Times

The following graphics show the system activity, which is the number of dialog steps and the average response times for the past 20 weeks.
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The top graphic compares the total system activity to the dialog activity in the time window specified. The bottom graphic shows the average CPU, DB, and wait times as parts of the average response time for dialog tasks in the time window specified.
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